
The VELaSSCo framework: a software platform for end-user analytics and 

visualization of large simulation datasets 

THE VELASSCO PROJECT 

• VELaSSCo (Visual Analysis for Extremely Large-Scale Scientific Computing) is an 

EC FP7 project involving a consortium of seven European partners (Fig. 1). 

• VELaSSCo aims to provide new visual analysis methods for large-scale 

simulations serving the petabyte era.  

• The main output of the project is the VELaSSCo platform which has been 

designed and developed to perform distributed post-processing and visualisation 

of the results of very large engineering simulations. 

• The VELaSSCo platform exists in two versions: a fully open-source version and a 

proprietary version which use Apache HBase and Open SimDM as database 

systems, respectively. 

ARCHITECTURE OF THE VELASSCO PLATFORM 

• The open-source version of the platform is shown in Fig. 2. 

• The architecture of the VELaSSCo platform is based on the open-source Hadoop 

software stack, a Java-based framework for distributed storage and processing of 

Big Data. 

• It is composed of two main layers: 

1. Data Layer: responsible for storing, accessing and translating the 

simulation data. It is composed of both standard tools such as Hadoop 

with HDFS, Apache Flume and HBase, and a bespoke Storage module 

which is based on a HBase Thrift server. 

2. Query Engine Layer: in charge of receiving the user queries from the 

visualisation client, extracting and/or analysing the simulation data and 

returning the results in a GPU‐friendly format for fast visualisation. 
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The VELaSSCo architecture used for the open-source platform 

PRELIMINARY EVALUATION OF THE PLATFORM 

• A first evaluation of the platform was held in February 2016. 

• Fig. 3 shows one of the evaluation examples: a fluidised bed simulated using the 

discrete element method (DEM) coupled with computational fluid dynamics 

(CFD). 

• The model contained around 40,000 time-steps, 12,000 particles per time-step 

and more than 3,000 particle-particle and particle-wall contacts per time-step. 

• Participants in the evaluation were able to compute the discrete-to-continuum 

transformation which applies temporal and spatial coarse graining methods 

(Goldhirsch, 2010; Labra et al., 2013) to DEM simulation data in order to compute 

bulk quantities that are projected onto an underlying continuum mesh. 

• This first Hadoop implementation of the discrete-to-continuum transformation has 

shown excellent results in terms of its scalability and normalised speedup.  
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↑ Fig. 3 

Example of the discrete-to-continuum transformation applied to fluidised bed data. The colours 

indicate modulus of velocity. The leftmost image shows discrete particle data at one time-step. The 

central image shows the result of spatial averaging only. The rightmost image shows spatial and 

temporal averaging over multiple time-steps. 
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